Enhancing Photoacoustic Visualisation of Clinical Needles with Deep Learning
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Abstract—Photoacoustic imaging has shown great potential in guiding various minimally invasive procedures by providing complementary information to ultrasound imaging, visualising critical tissue targets as well as surgical tools such as metallic needles with rich optical contrast. The use of light emitting diodes (LEDs) as excitation sources further accelerates the clinical translation of this modality due to its favorable affordability, portability, and cost-efficiency but results in the degradation of image quality associated with low pulse energy. In this work, we propose a framework based on a modified U-Net to enhance the visualisation of clinical metallic needles with a commercial LED-based photoacoustic and ultrasound imaging system. This framework included the generation of semi-synthetic datasets combining both simulated data and in vivo measurements. Evaluation of the trained neural network was performed with needle insertions into a blood-vessel-mimicking phantom, and pork joint ex vivo tissue. This deep learning-based framework significantly enhanced the visualisation of the needle with photoacoustic imaging, achieving 4.3- and 3.2-times higher signal-to-noise ratios (SNRs) compared to conventional reconstructions, which could be helpful for guiding minimally invasive procedures.
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I. INTRODUCTION

Ultrasound (US) imaging is widely used for guiding minimally invasive percutaneous surgeries such as peripheral nerve blocks [1], interventional biopsy [2] and diagnostic prenatal test [3]. During these surgeries, a clinical needle is inserted into the human body under real-time US guidance. However, clinical challenges with US imaging here include the poor visibility of critical tissue structures such as nerves and small blood vessels due to the insufficient contrast from their surroundings, and invasive surgical devices such as clinical needles. For example, clinical needles with steep insertion angles can cause US reflections away from the transducer aperture, leading to poor ultrasound visibility. Loss of visualisation of the tissue targets or the invasive surgical devices can result in significant complications [4].

Photoacoustic (PA) imaging has been of growing interest in recent decades for its potential preclinical and clinical applications [5]. In recent years, several research groups have proposed the combination of US and PA imaging for guiding minimally invasive procedures by offering complementary information to each other, with US imaging proving tissue structural information and PA imaging highlighting critical tissue structures and invasive surgical devices such as metallic needles [6, 7]. Recently, laser diodes and light-emitting diodes (LEDs) have shown promise to facilitate the clinical transition with their compact size, effective cost and less irradiation [8, 9]. However, compared to the conventional laser excitation sources, LEDs have much lower pulse energy, resulting in lower signal-to-noise (SNR) ratio.

Recently, deep learning (DL) has been used by several groups to improve the image quality of PA imaging systems [10–14]. Dataset plays an important role when applying DL-based methods for image enhancement in PA imaging. Simulated data are commonly used in the context of deep learning, as they can be generated in large quantity with lots of variations. Most importantly, manual annotation with gold standard expertise is needless. Various types of simulation tools have been developed and applied to obtain simulated data for training [15–17]. However, the degree of realism is limited by simulation approaches and it is still challenging to translate the models trained on pure simulated data to various in vivo scenarios.

In this paper, we proposed a DL-based framework to enhance the visualisation of clinical needles with PAI for in vivo applications. We developed a hybrid method for generating semi-synthetic datasets and validated its performance with tissue-mimicking phantoms and ex vivo tissue. To the best of our knowledge, this is the first work that explores DL for improving needle visualisation with PAI and utilises semi-synthetic datasets for the proposed DL-based framework.

II. MATERIALS AND METHODS

The generation of semi-synthetic data can be divided into two parts. One part contains the process of acquiring synthetic sensor data for the needles while the other part includes in vivo data collection for the background tissue. For simulating the sensor data of the needles, images of simulated needle insertions into a blood-vessel-mimicking phantom, and pork joint ex vivo tissue. To the best of our knowledge, this is the first work that explores DL for improving needle visualisation with PAI and utilises semi-synthetic datasets for the proposed DL-based framework.
an increment of 5 mm; and for each depth, the angles varied from 20 degrees to 65 degrees with steps of 5 degrees.

The optical fluence distributions on the needle shaft were generated using the MCML—Monte Carlo modeling of steady-state light transport in multi-layered tissues [15]. A 4.0 × 4.0 cm single-layer area was constructed with background optical properties selected from the standard tissue at the wavelength of 850 nm. The refractive index, scattering coefficient and anisotropy were set to 1.4, 100 cm$^{-1}$ and 0.9 and 0.15, 0.2 were selected by adjusting the volume fractions of water and blood. A homogeneous photon beam with a finite size was applied to the surface of the simulation area. Each simulation was run for around 10 minutes with approximate 100 000 photon packets traced per time.

Finally, the optical fluence distributions were taken and multiplied with the simulated needles as the corresponding images of initial pressure distribution, which was later used for forward simulation in the k-Wave toolbox [17]. The photoacoustic waves were generated and propagated through a homogenous medium and received by a 2D linear array-based transducer which was specified with 128 elements (with a pitch of 0.3 mm for each element over 38.4 mm) and a central frequency of 9 MHz with a bandwidth of 80.9% based on the specifications of an LED-based PA/US imaging system AcousticX (see Sec. II. B). The RF data collected by the transducer elements were successively downsamples to 40 MHz, the same as the sampling rate of data acquisition module in AcousticX.

In vivo data were collected by imaging the fingers of 13 healthy human volunteers using AcousticX. Finally, the RF data from the simulated needles and human fingers were added and applied for offline image reconstruction in Fourier domain [19].

Following the workflow, a total number of 2000 semi-synthetic images with substantial variations on both the needle targets and background were prepared. The dataset for training and testing is given by 2000 image pairs that formed by these semi-synthetic images and their corresponding needle images with initial pressure distributions.

A. Network architecture and implementation

The deep neural network used for this work was modified from an established deep neural network based on U-Net [20]. This network had 3 scales in total. Following an encoder path, each scale consisted of two convolutional layers followed by a 2 × 2 max pooling layer. For the decoder path, similarly, each scale contained two convolutional layers but followed by a transposed convolutional layer with an up-sampling factor of 2. Our network was firstly trained with the input pairs of 128 × 128 pixels, then applied on unseen real data with a size of 256 × 256 pixels for further validations.

Implementation of our network was performed in Python using PyTorch v1.2.0. Training was performed for 5000 iterations with a batch size of 4 that minimised Mean Square Error (MSE) Loss using ADAM optimizer (Initial learning rate: 0.001) and on Google CoLaboratory platform using one Tesla P100-PCIE-16GB GPU.

B. Acquisition of phantom and ex vivo data for validation

Evaluation of the trained neural network was implemented on acquired PA images using AcousticX (CYBERDYNE INC, Tsukuba, Japan) with needle insertions (20 gauge needle, BD, USA) into a specially prepared phantom, and pork joint tissue ex vivo. For each experiment, raw PA and US data were save and reconstructed offline for further processing.

A blood-vessel-mimicking phantom were prepared for validating the performance of the trained neural network. This phantom was created by arranging several carbon fibre bundles in a plastic box filled with 1% Intralipid dilution [21], which had an optical reduced scattering coefficient of 0.96 mm$^{-1}$ at 850 nm.

C. Evaluation protocol and metrics

Several metrics were calculated for quantifying the performance of the trained neural network on real data. First, to measure the network’s performance on artefacts removal, the SNR of the needle shaft was calculated with PA images acquired by conventional reconstruction and the trained neural network respectively. The SNR was defined as SNR = $S/\sigma$, where $S$ is the mean of signal amplitude and $\sigma$ is the standard deviation of noise amplitude. The signal region was chosen with respect to the ground truth where the needle was annotated as a rectangular area according to its real size. The noise region was chosen as the area excluding the signal region. Second, as measures of the accuracy and precision of the needle’s location, quantitative metrics such as True Positive Rate (TPR), Positive Predictive Value (PPV), Intersection over Union (IoU) and Average Surface Distance (ASD) were calculated.

III. EXPERIMENTAL RESULTS

A. Blood-vessel-mimicking phantom

Compared to conventional reconstruction, the improvements by U-Net enhancement were quite noticeable in term of removing the background noise and the artefacts around the needle. Additionally, the trained neural network precisely identified and reconstructed the needle without being substantially affected by the background artificial vessels that can also be regarded as line targets in the PA images (Fig. 1). As shown by the overlays, the spatial locations of the needle on U-Net enhancement corresponded well to those on conventionally reconstructed images and provided additional indications on US images where the needle was barely visible.

SNR and a series of metrics that commonly used for image segmentation were calculated and reported in Table. I. The SNR values of U-Net enhancement were significantly higher than those of conventional reconstruction. Other metrics especially PPV which represents the accuracy out of all positive predictions, i.e., the needle, showed a great improvement on U-Net enhancement over conventional reconstruction from 3.1%
Fig. 1: Photoacoustic imaging with needle insertions into blood-vessel-mimicking phantoms with conventional reconstruction and U-Net enhancement.

TABLE I: Quantitative evaluation of the trained neural network using a blood-vessel-mimicking phantom.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Conventional Reconstruction</th>
<th>U-Net Enhancement</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>6.289</td>
<td>26.877</td>
</tr>
<tr>
<td>IoU</td>
<td>8.5%</td>
<td>31.1%</td>
</tr>
<tr>
<td>TPR</td>
<td>89.7%</td>
<td>46.9%</td>
</tr>
<tr>
<td>PPV</td>
<td>8.6%</td>
<td>47.8%</td>
</tr>
<tr>
<td>ASD</td>
<td>9.06E+05</td>
<td>5015.793</td>
</tr>
</tbody>
</table>

TABLE II: Quantitative evaluation of the trained neural network using ex vivo tissue.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Conventional Reconstruction</th>
<th>U-Net Enhancement</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>11.755</td>
<td>37.172</td>
</tr>
<tr>
<td>IoU</td>
<td>13.4%</td>
<td>36.6%</td>
</tr>
<tr>
<td>TPR</td>
<td>86.0%</td>
<td>45.1%</td>
</tr>
<tr>
<td>PPV</td>
<td>14.1%</td>
<td>54.4%</td>
</tr>
<tr>
<td>ASD</td>
<td>7.438E+05</td>
<td>2628.722</td>
</tr>
</tbody>
</table>

to 47.8%. It is noted that U-Net enhancement had a worse performance on TPR, compared to conventional reconstruction. Moreover, ASD was calculated and compared across different methods. For conventional reconstruction, the ASD value was exceptionally large due to the background signals. However, this metric decreased with the proposed network.

B. Pork joint tissue ex vivo

Fig.2 and Table.II demonstrates the qualitative and quantitative performances of the trained network using images from ex vivo tissue. When inserting into the pork joint, due to the presence of a gap between the imaging probe and the skin surface of the joint, the insertion depth was larger than that with the blood vessel phantom, causing the degradation of the acquired PA images. However, good performance was maintained with the trained U-Net in terms of suppressing the background noise and enhancing the needle visualisation as shown Table.II. Compared to conventionally reconstructed images, images enhanced by the trained model produced a higher SNR value (i.e. 11.755 and 37.172 respectively). The trained neural network also achieved substantial improvements in terms of needle segmentation with the PPV of 54.4% which was 2.8% higher than that of conventional reconstruction.

IV. DISCUSSION AND CONCLUSIONS

In this work, we developed a deep learning framework to improve the visualisation of clinical metallic needles with photoacoustic imaging. Previous work about applying deep learning methods in this field mainly focused on PA image reconstruction and post-processing such as denoising where simulated data or ex vivo data collected from ex vivo tissues or phantoms were commonly used for training. Validations were conducted using unseen ex vivo or in vivo data with simple targets and plain backgrounds, but quantitative analysis was barely included since the acquisition of the corresponding ground truth with gold standard was almost impossible. In this study, differing from prior works, we proposed a hybrid method with a semi-synthetic training dataset. Qualitative and quantitative performance analysis suggested that the neural network trained with this semi-synthetic dataset generalized well on unseen phantom and ex vivo data. The proposal model significantly improved the PA image quality by accurately segmenting the needle as well as substantially suppressed the background noise and artefacts.

Visualisation of the needle especially the shaft was greatly enhanced by our proposed framework, but the visibility of the needle tip was still limited to a depth of around 1 cm. In the future, a fibre-optic ultrasound transmitter with a coated distal end could be integrated with the needle for enhancing its tip [22]. Light-absorbing coatings based on elastomeric nanocomposites [23] could also be applied to the needle shaft for enhancing its visibility for guiding minimally invasive procedures.

ACKNOWLEDGMENT

This work was supported by Wellcome Trust [203148/Z/16/Z, WT101957], EPSRC (NS/A000027/1,
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